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In healthcare, doctors help people; 
artificial intelligence (AI) helps 
doctors help people. It may sound 
trite, but it is important to adopt this 
philosophy as a guiding principle in 
product development. The US Food 
and Drug Administration (FDA) has 
approved close to 700 AI-enabled 
medical devices,1 and an even larger 
number of algorithms are being 
developed and deployed in research 
institutions. Each of these prod-
ucts and algorithms can handle a 
specific task, often with superhuman 
performance. However, it is easy to 
lose track of what is most import-
ant: the impact of these products 
on patient care. 

Historically, AI products have 
faced several challenges to clinical 
implementation and, therefore, to re-
alization of their full potential within 
the broader healthcare system. For 
one, an important bias that plagues 
AI algorithms relates to the heteroge-
neity of medical scans; depending on 
whether the software or algorithm 
being used was trained on them, dif-
ferent acquisition protocols or scan 
quality can cause unreliable results.2
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Overfitting might also happen, 
causing the software to underper-
form on new sets of data. This can 
occur when certain types of data are 
under-represented in the training 
set. An example of this is a skin-can-
cer evaluation application trained on 
only one skin color. 

Luckily, these issues are beginning 
to be addressed. The significance of 
racial bias in radiology3 is reflected 
in current guidelines,4 and some 
institutions are tackling the issues 
by providing open source data and 
labels. Large databases are available 
to innovators tackling cancer 5 and 
COVID,6 and more are expected in 
the coming years. For instance, the 
Oregon-Massachusetts Mammogra-
phy Database project aims to cata-
logue 220,000 annotated mammo-
grams with ground truth labels.7 

Rigorous clinical evaluation of 
real-world use by independent third 
parties is the best way to thorough-
ly assess AI-enabled products and 
the possible biases affecting their 
performance. Studying accuracy, 
sensitivity, specificity, and user inter-
action with the AI solution is the first 
step in quantifying patient impact. 
Such assessments will also inform 
further software development, and 
thus improve the software and its 
value to patients.

The clinical usefulness and value 
of AI products along the entire 
patient pathway deserves more 
attention. Nowadays, evaluations of 
such tools and technologies are often 
limited to assessing their impacts 
on radiologist efficiency, accuracy,8 
consistency of diagnostic evalua-
tions,9 and/or cost.10 While these 
assessments are necessary, useful, 
and valuable, AI products could 
have compounding effects on other 
specialties. An important next step in 
AI development would be to reuse AI 
results within multiple steps of the 
healthcare pathway. For example, 
results from a screening AI could 
also be used for diagnosis, interven-
tional therapy, measuring treatment 
response, or even clinical trials. The 
potential additional benefits of such 
compounding effects could positive-
ly impact AI utilization in health-
care as a whole. 

Take prostate MRI. Current rec-
ommendations call for MR imaging 
prior to biopsy to decrease the num-
ber of biopsies and missed cancers.11 
AI can assist radiologists,, especially 
trainees, in evaluating the prostate 
and in creating structured reports 
and segmentations.12

The software output can then 
be imported into fusion-capable 
biopsy systems. This would free up 
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urologists’ time, as they no longer 
would have to manually segment 
the lesions based on textual or 
paper-drawn reporting. The same 
segmentations can also assist other 
physicians, for instance, by inform-
ing treatment-dose calculations 
to reduce damage to surrounding 
tissue, or in performing MRI-guid-
ed radiotherapy. 

A clear understanding of the 
larger healthcare system around 
each AI product’s use-case will reveal 
what features can provide a more 
complete understanding of AI’s real 
value. Evaluating this is not an easy 
task, as the benefits will be different 
for each stakeholder. More research 
methods are needed to focus on 
compounded benefits, particularly 
for products whose costs are primari-
ly borne by one department, while 
the benefits accrue across other 
service lines. 

Artificial intelligence will bolster 
the performance of radiologists and 
that of the wider healthcare system. 
More real-world studies of diagnostic 
AI will demonstrate clinical utility 
for the radiology department and 

beyond. When we think more holisti-
cally about the positive effects on the 
overall healthcare system, we can 
truly assess the level of value a given 
product adds to patient care. 
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