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“By far, the greatest danger of artificial intel-
ligence is that people conclude too early that 
they understand it.”

—Eliezer Yudkowsky

In the world of failing attention spans and 
rising opportunity costs, the hype cycle of 
artificial intelligence (AI) is seemingly at an 

all-time high. 
In physics, escape velocity is the minimum 

speed needed for any object to escape the grav-
itational influence of a massive body, such as a 
planet or moon. We’ve seen this phenomenon 
in those spectacular space shuttle launches. 
And we may be about to witness it in the brave 
new world where artificial intelligence will 
soon be a natural phenomenon. 

Rhetoric vs reason
Interest, influence, and investment in AI 

have skyrocketed over the past several years 
to a point where if you’re not “doing AI,” then 
you’re not doing anything right. One recent sur-
vey found that up to 80 percent of participating 
enterprises have some form of AI in produc-
tion today, with another 30 percent planning 
to expand AI investment over the next three 
years. It gets even more interesting in health 
care where globally, 63 percent of healthcare 

executives say they already actively invest in 
AI technologies, and 74 percent say they are 
planning to do so.1 By 2025, 90 percent of U.S. 
hospitals will use AI to save lives and improve 
quality of care.2  

The airwaves are filled with data points and 
bold statements that challenge reason with rhet-
oric. Innovator and entrepreneur Elon Musk 
has warned that AI presents a “fundamental 
existential risk for human civilization,” and 
that the global race for AI supremacy may be 
the most likely cause of a third world war. Not 
long ago, China announced its “New Genera-
tion Artificial Intelligence Development Plan.”3 
Andrew Ng, former Baidu Chief Scientist, 
Coursera co-founder and Stanford professor, 
insists that AI is bigger than electricity.4 

There’s good reason to steer through the rheto-
ric and attempt to find our “escape velocity.” We 
in healthcare innovation are especially aware of 
the real potentials for AI: Technology that could 
swiftly review hundreds of thousands of medical 
journals to ensure no newer, more suitable treat-
ment path exists; algorithms that can predict risk 
for a heart attack and when; and solutions that can 
guide less-experienced clinicians in interpreting 
images, helping them to identify a diagnosis that 
may otherwise be missed.
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It’s been said that artificial intelligence (AI) is no match for natural stupidity. Employed correctly, how-
ever, AI could very much augment the decisions radiologists make and the care that they provide. Indeed, one 
could argue that AI, as it relates to health care, should perhaps stand for “augmented intelligence.”

 The fact, however, is that tremendous hype surrounds AI. Along with that hype comes much confu-
sion, lack of clarity, and even fear. The language used to describe advancements in AI often gets muddled, 
and many do not see the clear differences among AI, machine learning, and deep learning. Lack of clarity 
also exists around what the advances in AI really mean to clinical radiology practice and operations. 

In this three-part series, whose first two parts ran in the May and July issues of Applied Radiology, 
renowned medical imaging leaders Eliot Siegel, MD; Lawrence Tanenbaum, MD; and Rasu Shrestha, MD, 
simplify complex concepts of AI and contextualize them to the practice of radiology. In the process, they 
guide readers to a greater awareness of, preparation for, and readiness to engage in and capitalize on the 
AI advancements that are on the horizon.
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Numbed by nomenclature
With so much potential for progress, how can 

we avoid being blinded by the buzzwords, and 
numbed by the nomenclature surrounding AI? 
The way we talk about AI, and indeed the very 
language we use to describe what it does, should 
be more measured, pragmatic, and clear. The lan-
guage we use in conversations around AI must 
empower understanding so we can embrace what 
we support and challenge what we don’t. Clarity 
is king, and AI should leave no room for hyper-
bole, fear mongering, or jargon. TIME magazine’s 
recent Special Edition, “Artificial Intelligence, The 
Future of Humankind,” kicked off with a glos-
sary of AI terms. (See Figure 1, which clarifies 
the terms most commonly used with respect to the 
evolution of artificial intelligence.)

Human interface: reinvent vs replace 
As we push towards escape velocity in AI, 

let’s also take a lesson from healthcare’s past: 
The embrace of digital in the past three decades 
has merely been an attempt to replicate the 
analogue workflow and analogue culture in 
a digital form. Instead, we must reinvent the 
workflows so digital performs better than ana-
logue ever did. For AI, I suggest we go beyond 
comparison to humans. AI isn’t a replacement 
of human capabilities. It’s a reinvention of what 
it means to leverage the power of machines at 
scale, and a way to augment the most humanis-
tic aspects of care.

Between 2010 and 2015, the amount of stored 
patient data increased 700 percent; the vast 
majority of this data is unstructured data. Tar-
geted use of technologies to harness the potential 

of that data could make patient care more effi-
cient and cost effective. 

With demand for medical imaging and spe-
cialized diagnostics still on the rise, many 
countries struggle to meet the need for radiol-
ogists. Consequently, many radiologists are 
working at full throttle – not just with increas-
ing work volumes, but under mounting pres-
sure due to declining reimbursement rates and 
the transition to value-based care models. Man-
ual interpretation of medical images is often 
subjective, requiring a combination of expe-
rience and intuition, and can lead to a level of 
clinical hedging and clinical errors. In addition 
to a frightening increase in medical errors and 
heightened malpractice risk, medical burnout 
is also incredibly expensive. JAMA estimates a 
hospital with 450 doctors loses $5.6 million per 
year due to high physician burnout and turn-
over. This leads to increased costs, which can 
be calamitous for patients. The promise of AI 
is to augment the human interface, allowing 
doctors to be healers, not just computer data 
entry clerks. Radiologists, as we know them 
today in the volume-based, “digital 1.0” world, 
may indeed be replaced with radiologists of 
the “digital 2.0” world, where their role, aug-
mented by AI, evolves from that of mere diag-
nostician to one of physician consultant. 

AI plus ethics
While most discussion around AI focuses 

heavily on decision support – helping provide 
insights and helping to draw out conclusions-
--the next phase of AI will more intelligently 
automate action from data. This calls for a 

FIGURE 1. Clarity, evidence, and transparency breed meaningful conversation and foster real progress. 
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heightened sense of awareness and control to 
address real issues that may affect AI- based 
clinical care; these include bias, privacy, diver-
sity, ethics, continuous model learning and trust. 
When AI-based cancer-spotting image recogni-
tion is trained only on fair-skinned people, bias 
becomes real, and trust and confidence in the 
data deteriorate rapidly. Data integrity is crit-
ical, especially when dealing with data at scale 
with the capabilities that AI brings to the table. 
Heightened caution is required around bias 
because AI often perpetuates existing biases 
based on generated learning models that deepen 
false assumptions. A popular saying is that nat-
ural stupidity is more dangerous than artificial 
intelligence. Our goal should be to enhance and 
augment intelligence. 

The canary in the coal mine for health care as 
it relates to AI could be the automotive industry. 
Pittsburgh is the AI home base for at least four 
autonomous car companies.5 The city also offers 
easier access to talent coming out of Carnegie 
Mellon University, home of the world’s first 
machine learning department, alongside a rich 
terrain that offers up challenges galore to sen-
sors, software, and decision points. One might 
think that, with the likes of Tesla, Uber and 
Argo.ai heavily invested in self-driving vehi-
cles, all activities would be on autopilot by now; 
however, it’s definitely stop-and-go traffic for 
the industry. Much of this, just as in health care, 
will boil down to balancing science, technology, 
and our readiness to embrace evolving ethics and 
rules with respect to how and why we use AI. 

The “Trolley Dilemma”6 consists of a series 
of hypothetical scenarios developed in 1967 by 
British philosopher Philippa Foot (Figure 2). 
American philosopher Judith Jarvis Thomas fur-
ther scrutinized and expanded on the idea in The 
Yale Law Journal. Here’s a rundown for those 
not familiar: a runaway trolley is rumbling down 
a track, with five workers ahead who are sure to 

be killed if the trolley reaches them. A lever can 
be thrown to switch the trolley to an adjacent 
track, but there’s a worker on that one as well 
who would likely be doomed. The question for 
the AI algorithm is: Does one throw the switch 
and kill one person, or does one do nothing and 
kill five? Data scientists in universities, autono-
mous car companies and, now, healthcare sys-
tems, often grapple with this age-old dilemma, 
which is not just a simple binary choice, but also 
a debate of conscience, emotion, perception, and 
perhaps even logic and law. 

Earlier this year, I had the privilege to par-
ticipate in a first of its kind “AI + Ethics” con-
ference at Carnegie Mellon University,7 where 
experts from academia, industry, government, 
and the media came together and discussed 
hard questions beyond slogans and soundbites. 
Accountability, privacy, regulations and moral-
ity are key issues that need to be front and center 
in the pursuit of meaningful AI in health care. 

AI Market vs AI marketing
There has been a 14-fold increase in the num-

ber of active AI startups since 2000. But when 
the marketing engine tries to sell things faster 
than the products can be put in the “back of the 
truck,” chaos ensues. The gravitational lure of 
an AI-driven marketplace has caused bumpy 
rides to many well-intentioned companies. A 
report issued in July by Jefferies LLC,8argues 
that despite IBM’s heavy investment in Watson 
(which the analyst estimated at $15 billion from 
2010 to 2015 alone), the division won’t be prof-
itable. And just as this paper was going to press, 
news broke that Deborah DiSanzo, the divi-
sion’s head, would be stepping down and mov-
ing to another team within the company. 

A recent KLAS report, titled Artificial Intel-
ligence in Imaging 2018,9 detailed the efforts 
of 81 healthcare organizations to pursue mean-
ingful use of AI. The report noted that of all the 

FIGURE 2. The Trolley Dilemma. Courtesy of Zapyon/Wikimedia Commons CC BY-SA 4.0.
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areas with potential AI applications, medical 
imaging has received the greatest attention. 
Vendors and providers in this space are look-
ing forward to using AI to improve diagnostic 
processes, develop treatment protocols, and 
personalize patient care, among other potential 
uses. Surprisingly, almost half of the organiza-
tions surveyed are already live with AI, or mak-
ing plans to employ it in medical imaging. The 
report noted that many organizations use their 
AI tools in a limited way, typically within a sin-
gle department (eg, radiology), as pilots to learn 
more about AI’s potential. 

A plethora of activities are unfolding among 
vendors in the enterprise imaging space. GE 
Healthcare has built on a longstanding partner-
ship with Nvidia to bring AI directly to imaging 
devices around the world. Cloud companies, 
such as Google Cloud, have made meaning-
ful strides working with IT companies to create 
tools using AI in clinical workflows, analytics, 
and storage. Startups such as MD.ai and Zebra 
are approaching AI and algorithmic develop-
ment with an unprecedented level of nimbleness.

And there’s more coming down the pipeline 
from leading entrepreneurial academic medical 
centers. Stanford’s Machine Learning group, 
led by Pranav Rajpurkar and others, including 
Andrew Ng, developed CheXNet,10 an algo-
rithm that can detect pneumonia from chest 
X-rays at a level exceeding practicing radiol-
ogists. CheXNet is a 212-layer convolutional 
neutral network that inputs a chest X-ray image 
and outputs the probability of pneumonia along 
with a heat map localizing areas of the image 
most indicative of pneumonia. We’re going to 
be seeing more developments happening in this 
space, not just in deterministic AI algorithms, 
but also in probabilistic algorithms.

What’s mind-blowing is that in a recent hack-
athon I was judging at the University of Pitts-
burgh’s Innovation Institute,11 one of the winners 
was a team of three data science students from 
Carnegie Mellon University who, over one week-
end, took the same datasets from the Stanford ML 
group and actually bettered the Stanford scores.

AI Reset
As AI veers towards escape velocity, a core 

ingredient that is in short supply consists of the 
right skills to to truly capitalize on these new 
innovations. We need more data scientists, and 
we need to make sure clinicians get formalized 

training in data science. The medical education 
curriculum needs a reset to accommodate this 
dire need. The health ailments of tomorrow will 
not just be fought with X-rays and stethoscopes 
– they will be cured with data and AI. 

The AI frenzy appears to be triggering a rush 
to build anything with AI attached, including 
algorithms, apps, and point solutions. If data 
is king, and algorithms will soon be a “dime a 
dozen,” then perhaps we need to focus on the 
delivery mechanisms and the value of AI capa-
bilities. Perhaps we need an “AI reset” and to 
match our goals and ambitions with capabilities 
and clinical and business imperatives. 

The promise of AI is not waning; indeed, it 
is brighter than ever. What we need to do, how-
ever, is to become more purposeful, think more 
holistically, and use AI to actually humanize 
health care. 
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